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Abstract. AntNet is an innovative dgorithm for padket routing in
communication networks, originally proposed by M. Dorigo and G. Di Caro
(1997). In AntNet, a group of mobile ayents (or artificial ants) build paths
between pair of nodes; exploring the network concurrently and exchanging
obtained information to update the routing tables. This work analyzes AntNet
and poposes improvements that were implemented, comparing their
performance with resped to the original AntNet and ather commercial routing
agorithms like RIP and OSH-. The simulation results indicae a better
throughput (amount of padkages succesdully routed per unit time) of the
improved proposals. As for padket delay, the improved proposals equaly
overcame the original AntNet, athough RIP and OSPF were unbeaable in this
measure of performance Due to the gred increase in the number of users in
networks like Internet, the network service aministrators will prioritize the
throughput (amount of service that could be offered in a given moment), in
order to offer services to the growing number of users. So, AntNet and its
variants are promising alternatives for routing o datain big networks.

Keywords. mobile agents, routing, performance, communicaion retwork.

1 Introduction

Routing in a data network is the adion of addressng ceta traffic between pair of
nodes ource-destination, being this, fundamental in a cmmunicaion network
control. In conjunction with a flow control, congestion and admisgon, routing
determines the total network performance, in terms of quality and amount of offered
services (Dorigo 1998). The routing task is performed by routers, which update their
routing tables by means of an algorithm spedally designed for this purpose. The first
routing algorithms addressed data in a network minimizing any costs function, like
physicd distance, link delay, etc. However, throughpu optimizaion remained in a

T This work was partially supported by a DIPRI Reseach Grant of the Nationa University of
Asuncion.
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seoond gane, possbly due to arelatively small amourt of users. Thisis the cae of
the RIP agorithm (Routing Information Protocol), based on the distance-vedor
method and the OSPF (Open Shortest Path First), algorithm thoroughly used in
Internet, based on the link-state method. Both methods choose the path with
minimum cost (generally the shortest path) between pair of nodes (Dorigo 1997). This
could produce "battlenecks', because this path could congest, in spite of other paths,
possbly expensive, but lesscongested (Shankar 1992).

Unfortunately, traditional routing methods, due to the limitations explained above,
donit have eough flexibility to satisfy the new routing demands, like new network
services, and mainly the impressve increase in the amount of users, that forces the
network administrators to improve throughpu in order to satisfy the immense anount
of users that simultaneously request services. This stuation has impelled the study
and development of other routing methods, to satisfy these new demands. Such isthe
case, for example, of a routing method knavn as LBR (Load Balancing Routing)
(Back 199), based on a load-balancing scheme. This method addresses routing by
equaly distributing load owver all possble paths. This diminishes the mngestion
probability in the minor cost links, improving the network performance

Actually, other very studied routing alternatives are based on mobile aents
(Dorigo 197, 1998 Schoonderwoerd 1997). In fad, the present work analyzes an
algorithm based in this method, known as AntNet, which was first proposed by M.
Dorigo and G. Di Caro, of the Free University of Brussls-Belgium (Dorigo 1997,
1998). AntNet was inspired in previous succesful works, based on ant colonies
(ACS:. Ant Colony Systems) (Dorigo 1996, 1997; Schoonderwoerd 1997; Barén
1999). ACSisan optimizaion method where agroup d artificial ants moves around a
graph, which represents the instances of the problem; so, they move building
solutions and modifying the problem using the obtained information, urtil they find
goodsolutions to the problem.

The ACS concept is used in AntNet. Here, each artificial ant builds a path from its
source node until its destination. While an ant builds a path, it gets quantitative
information about the path cost and qualitative information about the amount of
traffic in the network. Then, thisinformation will be caried by another ant travelling
the same path but in the opposing dredion modifying the visited nodes routing
tables. The first smulations with AntNet (Dorigo 197, 1998) showed a promising
performance, overcoming traditional algorithms like RIP and OSPF demonstrating
that it isavalid aternative for datarouting.

Present work analyzed Dorigo and Di Caro versions of AntNet (Dorigo 1997,
1998). After that, it propases two improved versions, which were implemented in C
language together with the two original AntNet versions, besides versions of RIP,
OSPF and three versions of LBR, adding a dozen of algorithms to be compared.
Finally, the simulations results demonstrate the improvements in throughput and
padket delay ohtained with the modified versions, here proposed.
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2 AntNet Algorithms

The AntNet first version, presented in 197 (Dorigo 197), will be denominated
AntNet1.0, and the second version published in 1998 (Dorigo 1998) will be cdled
AntNet2.0. Following, both versions are briefly discussed.

2.1 Algorithm AntNet1.0

Suppce adata network, with N nodes, where s denotes a generic source node,
when it generates an agent or ant toward a destination d. Two types of ants are
defined:

1. Forward Ant, dencted F_,, which will travel from the source node s to a
destination d.

2. Bakward Ant, denoted B_,,, that will be generated by a forward ant F_,, in the
destination d, and it will come back to s foll owing the same path traversed by F_,,
with the purpose of using the information already picked up by F_,, in order to
update routing tables of the visited nodes.

Every ant transports a stadk S_,(k) of data, where the k index refers to the k-est
visited nocg, in a journey, where S_, (0)= sand S_,, (m)= d, being m the amount of
jumps performed by F_,, for arriving to d.

Let k be ay network node; its routing table will have N entries, one for ead possble
destination.

Let j be oneentry of k routing table (a possble destination).

Let N, be set of neighboring noaes of node k.

Let P, be the probability with which an ant or data padet in k, jumpsto anodei, i

€ N,, when the destination is j (j=k). Then, for eat of the N entries in the node k
routing table, it will be n, values of P; subjea to the condtion:

D P =1;j=1..N. (1)
ieNy

The following lines iow AntNetl.0 pseudocode, using the symbols and
nomenclature arealy presented:
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BEGIN

{ Routing Tables Set-Up: For each node k the routing tables are initialized with a
uniform distribution:

1 .
Pjiza ) VIGNK. (2)
DO aways (in parallel)
{ STEP 1. In regular time intervals, ead node s launches an F_,, ant to a
randomly chosen destination d.
[*Duringitstrip to d, when F_,, read anodek, (k=d), it does sep 2*/
DO (in parall€l, for eah F_,,
{ STEP 2: F_,, pushes in its stack S_, (k) the node k identifier and the
time dapsed between its launching from sto its arriving to k.
F.., seleds the next node to visit in two possble ways:
(a) It draws between i nodes, i € N,, where ezh node i has a P,
probability (in the k routing table) to be seleaed.
I F the node seleded in (a) was alrealy visited
(b) It draws again, but with the same probability for all
neighbor nodesi, ieN,. F_,, jumpsto chosen node.
| F the seleded nock was already visited
STEP 3: A cycleisdeteded and F_,, pops from its
stack al data related to the gycle nodes, since the
optimal path must not have any cycle. F_,, comes
badk to step 2 (a).
END IF
END IF
}WHILE jumping node= d
STEP 4. F_,, generates ancther ant, caled backward ant B_,,. F_,,
transfersto B_,, itsstack S_,, and then dies.
I*B,,, will follow the same path used by F_,, but in the opposing
diredion, that is, fromd to s*/
DO (in perallel, for each B__,, ant)
{ *WhenB_,, arrivesfromanodef, f € N, to a k, it does dep 5*/
STEP 5: B_,, updites the k routing table and list of trips, for the
entries regarding to nodes k' between k and d inclusive, acording to
the data cariedin S_,, (K).

IF k=s
B.,, will jump from k to anode with identifier givenby S_,, (k-1)
END IF
}WHILE (k=9)
}
}
END

Therouting table and list of trips updating methods for k are described as foll ows:
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1. Thekroutingtableis updated for the entries correspondng to the nodes k' between
k and d inclusive. For example, the updating approach for the d node, when B_,,
arrivesto k, coming fromf, f € N, is explained, next:

e A P, probability associated with the node f when it wants to update the data
corresponding to the d node isincreased, acarding to:

P, «P,+(1-r).(1-P,). 3

where r” is an adimensional measure, indicaing how good (small) is the
elapsed trip time T with regard to what has been olserved on average urtil
that instant. Experimentally, r’ is expressed as:
T LT
— c21if —<1
e Cu Cu (4
1 otherwise

where: u isthe aithmetic observed trip time T average.
cisascdefador experimentaly chasen like 2 (Dorigo 199).
More detail sabou r’ and its sgnificance can befoundin (Dorigo 1997).
e The other neighboring nodes (j=f) P, probabiliti es associated with nock k are
diminished, in order to satisfy eguation (1), through the expresgon:

P, P,-(L-1)P,. VjeN, j=f 5)

2. A list trip (u,,c,") of estimate aithmetic mean values y, and asociated variances o?
for trip times from node k to all nodesi (i#K) is also updated. This data structure
represents a memory of the network state @& en by node k. The list trip is updated
with information carried by B_,, antsin their stadk S_,,. For any node pair source-
destination, u after (n+1) samples (n>0) is cdculated as foll ows:

n,un + xn+1
o = ®
where: x ., triptime T sample n+1,
4, arithmetic mean after n trip time samples.

2.2. AntNet2.0 Algorithm

AntNet2.0 is an AntNet1.0 modified version (Dorigo 1998) with five main steps,
which perform basicdly the same adions as AntNet1.0. The differences are how the
routing tables and the lists trips (now known in as traffic locd model M,) are updated.
Consequently, only these two differenceswill be explained.

Suppose that a B, arrives to anode k, in its return trip to nade s. The B__,, ant will
updkte the traffic locd model M, (list trip in AntNet1.0) and the neighbor nodes
probabiliti es of k assciated to nock d in the routing table 7, . Also, asin AntNet1.0
step 5, the update is performed in the entries corresponding to every node k'e S_,,
k'#d in the subpeths followed by F_,, after visiting k. If a subpath trip time T is
statisticdly good(i.e: T is sndler than u + I1(u,c), where | isap interval confidence
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estimator), then T is used to upcdite the statistics related and the routing table.
However, if Tisbad, it is not used, because it doesn’'t give atrue idea doout the time
required to arrive to the subpath nodes. The traffic locad model M, and the routing
table 7; are updated for a generic destination d’ € S_,, in the following way:

1. M, is updated with the values caried in S_,,. Thetrip time T,_,, employed by F_,,
to travel from k to d’ is used to updite y, , ,* and the best observed value inside
window W, acording to the expressons:

fg e pg+n T g = pg) ™

O-d'2<_O-d'2+77((Tkad'_;ud')2_o-d'2) ©)

where n isthe weight of each trip time observed. The eff edive number of samples
for will be gproximately 5(1/v). Therefore, for 50 samples, n=0.1, and for 100
samplesn=0.05. Therole of W, will be explained later.
The T,_,, mean value and its dispersion could vary strongly, depending on traffic
condtions: a poor (large) time with low data traffic could be very good with
relation to another measure with more traffic. The statisticd model shoud refled
this variability and continue the traffic fluctuations in a robust way. This model
playsa aiticd role in routing table updating.

2. Therouting table for k is updated in the foll owing way:
e Thevalue P, (the probability for seleding the neighbor node f, when the node
destinationisd’) isincremented by means of the expresson:

P, <« P_+r(1-P,). ©)

where r isareinforcement fador indicaing the goodnessof the foll owed path.
e TheP,_, probabiliti es assciated to the other nodes decreases respedively:

P,«<P,-rP, neN, nzf (10)

The fador of reinforcement r is cdculated considering three fundamental
aspeds:. (i) the paths shoud recave an increment in their probability of seledion,
proportional to their goodness (ii) the goodnessis a traffic condition dependent
measure, that can be estimated by M,, and (iii) they should na continue dl the
traffic fluctuations in order to avoid urcontrolled oscill ations. It is very important
to establish a commitment between stability and adaptability. Between severa
tested alternatives (Dorigo 1998), expresson (11) was chosen to cdculater:

_ W e lap = D (11)
r7C1( T ]+CZ[(|sup_linf )+ (T_Iinf )J

where: W, best trip of an ant to node d’, in the last observation window W,,
I =W, lower limit of the confidenceinterval for ,

inf

best *
|y = 1+ 2% (U/M) upper limit of the confidenceinterval for p, with:

z2=1./@-y). y = confidencelevel, y € [0.75, 0.8].
¢, and ¢, are weight constants, chasen experimentally as ¢,=0.7 y ¢,=0.3.
More detail sabout r and its sgnificance can be found in (Dorigo 1998).
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3 Modifications Proposed to Improve Antnet

This dion describes sveral modificaions tested for AntNet1.0 and AntNet2.0,
in order to improve their performances.

3.1. Intelligent Initialization of Routing Tables

AntNet1.0 and AntNet2.0 don't spedfy an initialization method for the routing
tables (Dorigo 1997, 1998). For this reason, a uniform distribution d probabiliti es is
asaumed, acording to theinitiali zaion gven in the pseudocode. Due to this stuation
of null a-priori knowledge, it is proposed an initialization d each node routing table
that refleds a previous knowledge eout network topology. Furthermore, an initial
greder probability value is asdgned to the neighboring nodes that simultaneously
could be destinations. For anode k this could be described as foll ows:

1. If adestination nodk d for atable entry is at the same time aneighbor node, that is
de N, then theinitial probability in the routing table of k is given by:

1 3 (n -1
Pa :_"‘_*( « 2 ) (12)
n, 2 n
For the rest of the neighboring nodesi € N,, it will be:
13,1 ifn
n, 2 n?
P = (13)
0 if nk=1

Of coursg, (12) and (13) satisfy (1).

2.1f the destination d is not a neighbor node, that is d ¢ N, then a uniform
distributionisinitialy assumed:
P, - 1. (14)
nk
Due to the alvantage of network topology knowledge refleded by the initia
probability valuesin the routing tables, this method showed a transient regime shorter
than the observed duing ssmulationsin AntNet1.0 and AntNet2.0.

3.2 Intelligent Updating of Routing Tables after Network Resour ces Failures
Original AntNet algorithms (Dorigo 1997,1998) do nd mention the foll owing cases:
1. Routing tables updeting in case of links or node failure, that is, immediately after a

noce k loses its link |, with its neighbor node j. In principle, it is sipposed that if
an ant isin k, the probability P,, for arrive to a destination d acossa jumping noc
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j, that is, to use the link |, is distributed uniformly between the remaining n, -1
neighbor nodes for the entry d in the routing table of k. Mathematicdly, P, =0
during alink |, failure (it isn’t possble to jump from k to j for arriving to d).

P

=P, + Py . Vid i,jeN, (15)
n -1

Alternatively, the present work proposes the idea of new P, values immediately
after the |, link failure. These probabiliti es will be propational to their relative
values, before the failure, acording to the aquaintance until that instant, instead
of "forgetting" everything he learned urtil the moment of the failure, acording to
(15). So, inanocek, after thel, link failure, afador Q iscdculated like:

Q-9 . (16)

then, P, is updated acwrding to:
P, =(1+Q)xP;. ViA; ieN,P,=0. 17)

This method refleds the node knowledge @out the network traffic and topology
before the failure, so during the event the dgorithm should show a better
performance acording to the original algorithms.

2. Routing table updating for the k-j node pair when the link |, is up at time t, (t,>0),
sincethis link was down at time t,, O<t,<t,. AntNet1.0 and AntNet2.0 use arouting
table reinitialization for k and j aacording to (2), losing al information leaned
right before the link failure. As an aternative, this work proposes a reinitiaization
subjed to a ommitment between learned information urtil instant t,, before the
link failure, and total ignorance of the node & in t= 0. So, the probabiliti es in the
routing table for anode k, whose link failed in t,, but recovered in't, will be:

Py(t) = (1-2)P4(0) + AP,(t).  OsA<1 (18)

The fador A is a @mnstant, known as coefficient of memory, since its value
indicates how much it remembers what it has learned urtil time t,. An empiricd
value of 0,6 was adopted. This criterion makes more robust the dgorithm all owing
afaster recovery time dter link or node fail ure.

3.3 Introduction of a noisefactor and limitation of probability values

With the routing tables updating methods in AntNetl.0 and AntNet2.0, the
distribution o probabiliti es eventualy "would freezé with any probability value,
nea to one, with the rest of them remaining with insignificant values. Thus, in any
node, ants and data padkets would mostly choose the output line with the highest
probability. In order to prevent this, it is defined a noise fador f, so, every time an ant
shoud jump to afollowing nock, it chooses that node with a probability f, according
to an unform distribution probability, and with a probability (1-f), according to the
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values gored in the routing tables (Schoonderwoerd 197). With this, the aits by
“accddent” could discover new and ketter paths. So, potentially bath the delay and
throughpu could improve.

Also, any probability in the routing tables was limited to a maximum value of: P=
1-(n-1)*¢, (experimentally, €=0.05), being €, the minimum probability admitted.

3.4 Dual Method for selection of jumping node

In the AntNet1.0 and AntNet2.0 algorithms, being in a noce k, a data padket,
whaose destination is a node d=k, will seled ajumping node j randamly, acording to
Py, Vi € N, Also, this work considers the possbility of seleding dredly the output
line corresponding to node j with the highest probability value in the routing table of
k, between the n, probabilities asociated to node d. This last method is caled
hierarchicd method (Schoonderwoerd 1997).

As mentioned before, in eat node, padkets will dedde randomly whether to use
the usua method (randam) or the hierarchicd method, in order to choose the jumping
node. Particularly, a better behavior for the cae of P = 0.5 was observed, where P is
the probability for the use of the random method, normally used in AntNet. So, for a
data padket, there will exist a probability P = 0.5 of using the random approach, and a
probability P = 0.5 of diredly using anode, whase probability is the highest in the k
routing table, for the destination d. For AntNet1.0 and AntNet2.0 P=1 is considered.

3.5 Control of the number of antsinside the network

AntNet1.0 and AntNet2.0 don't mention any method to maintain control of the
total numbers of ants moving inside the network, which, under certain circumstances,
could contribute to congestion. In order to control the number of ants, it was first
attempted to limit the maximum number of ants in an amount equal to the square of
the number network nodes. This approach was computationally very heavy, in
addition to requiring very large data structures. For this reason, the number of ants
was limited to an amount four times the number of network nodes. With this
aternative, the simulation results were improved and the computing load diminished.
So, this approach was adopted for the implemented algorithms.

3.6 Self-destruction of a Backward Ant

Self-destruction o a badkward ant B_,, refers to a B_,, ant that can't return to its
source node, because its return trip was cut, due to alink or node failure. Under this
situation the ant is =lf-destroyed, because the information stored in its dadk aready
does not refled the red state of the network. This point was very important, so it was
added to all the AntNet algorithms, including AntNet1.0 and AntNet2.0.
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4 Experimental Results

With the proposed modificaions 2 alternative dgorithms were implemented:

1. AntNetl.1: It isamodified version of AntNet1.0.

2. AntNet2.1: It isamodified version of AntNet2.0.

The main charaderistics for the implemented algorithms are:

o All these dgorithms have been implemented in C language.

o Paradlel behavior smulated with serial code.

o A datatraffic smulation analysisis performed after eat time sot.

For the simulations, threenetworks have been used as models:

1. A simple network, with 8 nodes, links with uritary cost, Fig. 1 (Dorigo 1998).

2. The NSHENET (National Science Founcation network) from the United States, with
14 rodesand 15 Mbpslinks. It is observed the links delay in [mg], Fig. 2.

3. The NTT network (Nippon Telephone Telegraph) of Japan, composed by 55 nodks
and links of 6 Mbps, Fig. 3.

Fig. 1. Simple Network Fig. 2. NSANET

Fig. 3. NTTnet

Argentine Symposium on Artificial Intelligence



A benchmark was established for the simulations. 12 simulation scenarios
compase our benchmark, as own in Table 1. Each scenario was tested for eat one
of the three model networks presented above.

Lost Packet Transient Link Node Hot

threshold Regime Failure | Fallure | Spot
Low Traffic 5% v v v v
Medium Traffic 10% v v v v
High Traffic 20% v v v v

Table 1. Benchmark used for each model network

For ead simulation cycle, the traffic simulator will stop generating packets when a
certain fradion (expressed in %) of the generated padket has nat arrived to destination
(Lost Padket threshold). The link transmisson delay is used as metric for link costs,
expressd in milli seconds. The performance parameters for the dgorithms are:

e [nstantaneous Packe Delay. It is the average delay of al data packets routed
successully for agiven instant t in the algorithm simulation.

e Aveage Packd Delay. It is the average delay of al data padets routed
successully during the whole smulation period.

¢ |Instantaneous Throughput. It is the anount of padets routed succesSully for a
given instant t in the algorithm simulation.

o Average Throughput: It is the anount of padets routed succesdully during the
whole simulation period.

Figures 4 to 7 and Tables 2 to 4 show the simulation results for some of the
experiments performed for the threementioned networks and orly for medium traffic.
It isimportant to mention that the results obtained for the LBR algorithms were not as
good as first expeded, so they will not be presented na discussed for any of the
experiments to be considered. In the tables, THR stands for average throughput and
for AVP for average padket delay. The following abbreviations will be used for
AntNet algorithms: AntNet1.0=A1.0, AntNet1.1=A1.1, and so on.

In what follows, it will be presented the simulations results for the networks
mentioned:

1. Simple Network (Fig. 1): It is wanted to compare the routing methods used by the
traditional algorithms RIP and OSPFwith A1.0. For this, it was smulated data
traffic between nodes 1 and 6, with the foll owing resullts.

e Throughput: A1.0 have aperformance about threetimes better than RIP (Table 2).
This is © because there ae three possble paths between nodes 1 and 6 two of
which have the same st. In spite of this, RIP and OSPFsend the padets only
through one path (the chosen best path). On the contrary, A1.0 distributes the load
between the threepaths, propationaly to their goodress(cost).

e Padket Delay: In table 2 it is observed a padket delay greaer in A1.0, because
approximately the third part of the padetsis ent through the longest path.
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Algorithms THR [padkets] | AVP[msg]

RIP 2367 3.01
OSPF 2589 3

Al0 7245 3.03

Table 2: Average parametersresults

Clealy, as expeded, AntNet has a better throughput at a price of a larger packet
delay, asituation that is founded in almost every experiment.

2. NSRNET (Fig. 2): Here ae showed results for transient regime experiment for
AntNet algorithms (Table 3), and for atransitory link failure experiment (link 5-6,
seeFig. 3) (Fig 4-5, Table 3), concluding the foll owing:

e Transient Regime: Table 3 indicaes how the modified algorithms "lean" quicker
(better throughput and packet delay) than A1.0 and A2.0, due to using d the
routing tables intelligent initialization (sedion 31) and the dua method for
jumping nock seledion by dita pacets (sedion 3.4). Also, the superiority of A2.1
is observed between all the agorithms.

e Link 56 Failure: Throughpu. RIP and OSPFdecay completely at the instant of
the falure (Fig. 4); however, the AntNet algorithms are not severely affeded,
demonstrating their robustnessfor this type of failures. In particular, it is observed
in Table 3 that A2.1 has the best average throughput. Also, A1.1 overcome to A1.0
(Table 3), due to routing tables intelli gent reiniti ali zation method (sedion 3.2).

« Link 56 Failure: Packet Delay. All agorithms are proportionally affeded (Fig. 5),
while the inherent advantage of RIP and OSPFin this figure of merit remains.
Here, the modified AntNet algorithms also overcome A1.0 and A2.0.

5500 a8

5000

4500

4000

PACKETS
DELAY [ms]

3500

3000 {7°

2500

15 105 195 285 375 465 555 645 735 825 915 1005 15 105 195 285 375 465 555 645 735 825 915 1005
TIME [ms] TIME [ms]

Fig. 4. Link 5-6 failure. Instant. throughput  Fig. 5. Link 5-6 failure: Instant. Padket Delay

RIP | OSPF A1.0 Al.l A2.0 A2.1
Transient| THR [packets] 3572.75 | 4509.77 | 4716.79 | 5008.4
Regime AVP [ms] 37.79 28.72 27.17 24.27

Link 5-6 |THR [packets] | 4347.61 |4450.33| 4605.02 | 4869.94 | 4844.56 |5081.3

Failure AVP [ms] 21.06 20.1 28.53 26.81 25.58 24.25

Table 3. Experimental Resultsfor Average throughput and Average padet delay
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. NTTnet (Fig. 3): Experimental results are showed in for: link fail ure and hotspat.
Link 31-32 failure Throughput. AntNet algorithms are more robust than RIP and
OSPFE A2.1 hasthe best average THR (Table 4) and A1.1 is better than A2.0.

Link 31-32 Failure: Packet Delay. Again, our AntNet are the best (Table 4).
Transient Hotspot: Throughput. Node 41 was chosen as a hotspot (Fig. 3). Here,
A2.1 is the best (Table 4), athough finally, all AntNet converge to a similar
behavior (Fig. 6). AntNet algorithms iow small oscill ations during the hotspat.
Transient Hotspot: Padket Delay. A2.1 has the best behavior in presence of a
hotspot (Fig. 7), possbly due to change in the data traffic spatial distribution,
caused bythe hotspot. Table 4 shows the best average values for our AntNet.
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Fig. 13. Transient Hotspat. Instant. throughput Fig. 14. Transient Hotspot. Inst. padcket delay

RIP OSPF Al.0 Al.l A2.0 A2.1

Link 31-32 | THR [packets] | 10201.77 | 10803.32 | 9717.06 | 11061.8 |10774.9 12879
Failure AVP [ms] 107.49 104.61 |124.16 120.72|118.02 114.53
Transient | THR [packets] | 8736.23 | 8848.26 |8891.3 11065.6 |9423.13 11759
Hotspot AVP [ms] 104.26 102.63 |123.19 119.41 |116.25 112.58

Table 4. Experimental Resultsfor Average throughput and Average padet delay

After the analysis of simulation results, these general conclusions can be dore:

Our AntNet have shorter transient regime than A1.0 and A2.0 (Table 3).

AntNet algorithms are more robust than RIP and OSPFalgorithms for link failure,
because their instantaneous throughput does not decgy completely at instant of the
failure (Tables 3-4).

For hotspats, the results suggest that AntNet algorithms are sensitive to changes in
the data traffic geographicd distribution, because oscill ations in the instantaneous
padket delay were observed, during the presence of the hotspot (Figs. 6, 7).

In most of the experiments A2.1 showed the best performance.

Among al the AntNet agorithms, A1.0 showed the worst performance, and it
never performed better than A2.0, due to the superior method used for the routing
tables and trip lists updating (Dorigo 1998). However, A2.0 proved worse than
Al.lin some drcumstances (Figs. 11,13), in spite of the fad this last algorithm is
based onA1.0, demonstrating the df edivenessof the modifications propased.

Argentine Symposium on Artificial Intelligence



5 Conclusions

In this work two versions of AntNet algorithms were studied, a novel adaptive
routing technique for data networks, based on mobile ayents, oriented towards pacdket
switching, such as Internet. After their study, two modified versions were presented.

AntNet algorithms, in addition to RIP, OSPF and LBR (Badk 1999) were
implemented and simulated. A better performance of our versions of AntNet was
observed in most of the experiments. The modifications implemented in ou versions
that contributed more for a better behavior of them were: @) routing tables intelli gent
initialization and, b) dual method for seleding jumping node for data packets.

In genera, the results of the experiments remained propationa (Sosa 2000).
Results obtained in a diff erent simulation scope suggest that AntNet algorithms could
have better throughput as well as padket delay than RIP and OSPF (Dorigo 1997,
1998). If thisis the cae, it is expeded that the modified algorithms proposed here
will have better performancethan the original AntNet versions.

It is aso expeded an efficient AntNet behavior with: flow control, congestion and
admisgon schemes. Therefore, it can be inferred that the commercial implementation
of this agorithm may be feasible and it can even be mnsidered its use in large
networks, such as Internet, as a future option.
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